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**박인근**

서포트 벡터 머신(SVM) 이란?

**서포트 벡터 머신**(support vector machine, **SVM**)은 [기계 학습](https://ko.wikipedia.org/wiki/%EA%B8%B0%EA%B3%84_%ED%95%99%EC%8A%B5)의 분야 중 하나로 패턴 인식, 자료 분석을 위한 [지도 학습](https://ko.wikipedia.org/wiki/%EC%A7%80%EB%8F%84_%ED%95%99%EC%8A%B5) 모델이며, 주로 [분류](https://ko.wikipedia.org/wiki/%EB%B6%84%EB%A5%98)와 [회귀 분석](https://ko.wikipedia.org/wiki/%ED%9A%8C%EA%B7%80_%EB%B6%84%EC%84%9D)을 위해 사용한다. 두 카테고리 중 어느 하나에 속한 데이터의 집합이 주어졌을 때, SVM 알고리즘은 주어진 데이터 집합을 바탕으로 하여 새로운 데이터가 어느 카테고리에 속할지 판단하는 비[확률적](https://ko.wikipedia.org/wiki/%ED%99%95%EB%A5%A0) 이진 [선형 분류](https://ko.wikipedia.org/wiki/%EC%84%A0%ED%98%95_%EB%B6%84%EB%A5%98) 모델을 만든다. 만들어진 분류 모델은 데이터가 사상된 공간에서 경계로 표현되는데 SVM 알고리즘은 그 중 가장 큰 폭을 가진 경계를 찾는 알고리즘이다. SVM은 선형 분류와 더불어 비선형 분류에서도 사용될 수 있다. 비선형 분류를 하기 위해서 주어진 데이터를 고차원 특징 공간으로 사상하는 작업이 필요한데, 이를 효율적으로 하기 위해 [커널 트릭](https://ko.wikipedia.org/w/index.php?title=%EC%BB%A4%EB%84%90_%ED%8A%B8%EB%A6%AD&action=edit&redlink=1)을 사용하기도 한다.

정의

일반적으로, 서포트 벡터 머신은 분류 또는 회귀 분석에 사용 가능한 [초평면](https://ko.wikipedia.org/wiki/%EC%B4%88%ED%8F%89%EB%A9%B4)(hyperplane) 또는 초평면들의 집합으로 구성되어 있다. 직관적으로, 초평면이 가장 가까운 학습 데이터 점과 큰 차이를 가지고 있으면 분류 오차(classifier error)가 작기 때문에 좋은 분류를 위해서는 어떤 분류된 점에 대해서 가장 가까운 학습 데이터와 가장 먼 거리를 가지는 초평면을 찾아야 한다. 일반적으로 초기의 문제가 유한 차원 공간에서 다루어지는데, 종종 데이터가 [선형 구분](https://ko.wikipedia.org/wiki/%EC%84%A0%ED%98%95_%EA%B5%AC%EB%B6%84_%EA%B0%80%EB%8A%A5)이 되지 않는 문제가 발생한다. 이러한 문제를 해결하기 위해 초기 문제의 유한 차원에서 더 높은 차원으로 대응시켜 분리를 쉽게 하는 방법이 제안되었다. 그 과정에서 계산량이 늘어나는 것을 막기 위해서, 각 문제에 적절한 [커널 함수](https://ko.wikipedia.org/w/index.php?title=%EC%BB%A4%EB%84%90_%ED%95%A8%EC%88%98&action=edit&redlink=1)![](data:image/png;base64,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) {\displaystyle k(x,y)}를 정의한 SVM 구조를 설계하여 [내적 연산](https://ko.wikipedia.org/wiki/%EC%A0%90%EA%B3%B1)을 초기 문제의 변수들을 사용해서 효과적으로 계산할 수 있도록 한다.[[3]](https://ko.wikipedia.org/wiki/%EC%84%9C%ED%8F%AC%ED%8A%B8_%EB%B2%A1%ED%84%B0_%EB%A8%B8%EC%8B%A0#cite_note-3) 높은 차원 공간의 초평면은 점들의 집합과 상수 벡터의 내적 연산으로 정의된다. 초평면에 정의된 벡터들은 데이터 베이스 안에 나타나는 이미지 벡터 매개 변수들과의 선형적 결합이 되도록 선택된다. 이 선택된 초평면에서, 초평면에 대응된 점 x{\displaystyle x}는 다음과 같은 관계가 성립한다. ![](data:image/png;base64,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)
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